**STAT 206**

**Take-home Final**

**Please submit a Microsoft word copy of your answer to BBlearn by August 29th before 11:59 PM. Late submission is not accepted.**

1. **Predicting Wine Quality (10 pts each)**

Descriptions:

This dataset is related to red vinho verder wine samples from the north of Portugal. The goal is to model wine quality(v12) based on physicochemical attributes (v1-v11). Each row of the data set corresponds to a wine sample. Descriptions for the data follow:

|  |  |
| --- | --- |
| v1 | fixed acidity |
| v2 | volatile acidity |
| v3 | critic acid |
| v4 | residual sugar |
| v5 | chlorides |
| v6 | free sulfur dioxide |
| v7 | total sulfur dioxide |
| v8 | density |
| v9 | pH |
| v10 | sulphates |
| v11 | alcohol |
| v12 | quality (score from 1-10) |

Please download the **train.csv** and **test.csv** from BBlearn. A wine sample is identified as good wine if the quality v12>=6. The research goal is, therefore, to predict if a wine sample is a good wine. Please create a new dependent variable that takes the values of 1 if a sample is good wine and 0 otherwise.

1. Please build a **logistic regression** model that includes all the attributes from the training set to predict the wine quality (model 1) in the testing set. Show the confusion table. What are precision, recall, and accuracy?

By training the logistic regression model on the training set and test on test set, the below confusion table will be obtained:

|  |  |  |
| --- | --- | --- |
| Predict/Actual | Not Good Wine | Good Wine |
| Not Good Wine | 54 | 17 |
| Good Wine | 22 | 67 |

From the above confusion table, the precision rate = TP/(TP+FP) = 67/(67+22) = 75.28%,

Recall rate = TP/(TP+FN) = 67/(67+17) = 79.76%, Accuracy rate = (54+67)/(54+67+22+17) = 121/160 = 75.63%.

1. From model 1, what will happen to the odds of good wine if the concentration of sulphates is increased by 1 unit?

Here is the summary of model 1:

Call:

glm(formula = wine ~ ., family = binomial, data = train2)

Deviance Residuals:

Min 1Q Median 3Q Max

-2.4792 -0.8348 0.3169 0.8312 2.3544

Coefficients:

Estimate Std. Error z value Pr(>|z|)

(Intercept) 31.701830 83.879004 0.378 0.7055

v1 0.118951 0.103948 1.144 0.2525

v2 -3.548543 0.525526 -6.752 1.45e-11 \*\*\*

v3 -1.427898 0.599317 -2.383 0.0172 \*

v4 0.058300 0.055385 1.053 0.2925

v5 -3.763745 1.654915 -2.274 0.0229 \*

v6 0.020680 0.008769 2.358 0.0184 \*

v7 -0.016377 0.003108 -5.269 1.37e-07 \*\*\*

v8 -39.243720 85.646802 -0.458 0.6468

v9 -0.447933 0.755797 -0.593 0.5534

v10 2.705454 0.477189 5.670 1.43e-08 \*\*\*

v11 0.887090 0.109353 8.112 4.97e-16 \*\*\*

---

Signif. codes: 0 ?\*\*?0.001 ?\*?0.01 ??0.05 ??0.1 ??1

From the above summary of model 1, it can be observed that if the concentration of sulphates(v10) is increased by 1 unit, the odds of good wine will be increased by e^2.705 = 14.95 times to the odds of bad wine.

1. Please build a **logistic regression** model that v1, v2, v3, v4, and v5 from the training set to predict the wine quality (model 2) in the testing set. Show the confusion table. What are precision, recall, and accuracy?

By applying the model 2, we can get the following confusion table:

|  |  |  |
| --- | --- | --- |
| Predict/Actual | Not Good Wine | Good Wine |
| Not Good Wine | 46 | 27 |
| Good Wine | 30 | 57 |

From the above confusion table, the precision rate = TP/(TP+FP) = 57/(57+30) = 65.52%,

Recall rate = TP/(TP+FN) = 57/(57+27) = 67.86%, Accuracy rate = (46+57)/(46+57+27+30) = 121/160 = 64.38%.

1. Please compare model 1 and model 2 using the ROC curve on the testing set. Which one performs better?

ROC Curve for Model 1:
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ROC Curve for Model 2:

![](data:image/png;base64,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)

By comparing the two ROC curves for model 1 and model 2, it is obvious that model 1 has a better performance than model 2.

1. Suppose that a merchant will lose $10 if he misclassifies a bad wine as a good wine. He will also lose $1 if he misclassifies a good wine as a bad wine. Please compare the total cost of model 1 and model 2.

By using the confusion table, we can get:

For model 1: cost = 10\*FP + 1\*FN = 10\*22 + 1 \* 17= 237

For model 2: cost = 10\*FP + 1\*FN = 10\*30 + 1\* 27 = 327

It can be compared that the cost for model 1 is much lower than that for model 2.

1. We can also use a linear regression model for classification. Please use v12 as the dependent variable and build a **linear regression model** on all the attributes from the training set. Please show the Mean Square Error (**MSE**): the average of the squared differences between the predicted and actual wine quality score.

Below is the result of linear regression model on all attributes for training set:

Call:

lm(formula = v12 ~ ., data = train)

Residuals:

Min 1Q Median 3Q Max

-2.66387 -0.36046 -0.05331 0.44620 2.02054

Coefficients:

Estimate Std. Error t value Pr(>|t|)

(Intercept) 19.673870 22.267169 0.884 0.3771

v1 0.025452 0.027519 0.925 0.3552

v2 -1.116973 0.127878 -8.735 < 2e-16 \*\*\*

v3 -0.227165 0.155928 -1.457 0.1454

v4 0.016684 0.015472 1.078 0.2811

v5 -1.887863 0.436970 -4.320 1.67e-05 \*\*\*

v6 0.003400 0.002289 1.485 0.1377

v7 -0.003130 0.000777 -4.028 5.92e-05 \*\*\*

v8 -15.550769 22.731083 -0.684 0.4940

v9 -0.422898 0.199436 -2.120 0.0341 \*

v10 0.888312 0.119437 7.437 1.76e-13 \*\*\*

v11 0.281376 0.027409 10.266 < 2e-16 \*\*\*

---

Signif. codes: 0 ?\*\*?0.001 ?\*?0.01 ??0.05 ??0.1 ??1

Residual standard error: 0.6451 on 1427 degrees of freedom

Multiple R-squared: 0.3619, Adjusted R-squared: 0.357

F-statistic: 73.57 on 11 and 1427 DF, p-value: < 2.2e-16

Thus the MSE = Average(sum of squared residuals) = 0.4127

1. We can also use a linear regression model for classification. Please use v12 as the dependent variable and build a **linear regression model** on all the attributes from the training set. To make decisions, a merchant will classify a sample as good wine if the predicted V12 is greater than or equal to 6. Show the confusion table.

Confusion table based on Linear regression model:

|  |  |  |
| --- | --- | --- |
| Predict/Actual | Not Good Wine | Good Wine |
| Not Good Wine | 72 | 50 |
| Good Wine | 4 | 34 |

1. It’s very important to inspect the dataset before conducting analysis. Please download the **final.csv** from BBlearn. Use v10 as the dependent variable and build a **logistic regression model** on all the attributes. You may find that the algorithm does not converge as the warning message indicates. Can you find out why? (**Extra 1%**)

> final.logit = glm(v10~., data=final, family = binomial)Warning message:glm.fit: algorithm did not converge > summary(final.logit)

Call:

glm(formula = v10 ~ ., family = binomial, data = final)

Deviance Residuals:

Min 1Q Median 3Q Max

2.409e-06 2.409e-06 2.409e-06 2.409e-06 2.409e-06

Coefficients:

Estimate Std. Error z value Pr(>|z|)

(Intercept) 2.657e+01 9.465e+06 0 1

v1 2.289e-08 8.760e+04 0 1

v2 -6.459e-13 1.006e+04 0 1

v3 -3.091e-07 3.531e+05 0 1

v4 5.834e-10 1.664e+03 0 1

v5 -3.927e-10 6.172e+02 0 1

v6 3.331e-06 9.402e+06 0 1

v7 3.837e-08 1.046e+05 0 1

v8 -8.102e-08 8.496e+04 0 1

v9 2.387e-09 1.608e+04 0 1

(Dispersion parameter for binomial family taken to be 1)

Null deviance: 0.0000e+00 on 854 degrees of freedom

Residual deviance: 4.9604e-09 on 845 degrees of freedom

AIC: 20

Number of Fisher Scoring iterations: 25

Gives the warning message that the algorithm did not converge:

The reason why appear this message id that the algorithm hit the maximum number of allowed iterations(default) before coming to convergence. We can set higher iteration number to resolve this problem.